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1 Abstract

As extended reality (XR) technology advances, its potential for
human-robot collaboration has become increasingly apparent [5].
However, enabling seamless remote interaction between humans
and robots in XR environments presents several challenges in terms
of network and compute resources. Remote collaboration, whether
through 5G, Wi-Fi, or traditional Internet infrastructure— poses
critical concerns like latency, bandwidth, and reliability. On the
other hand, rendering and computational efficiency also present
challenges in delivering XR experiences for human-robot interac-
tion. XR devices, such as standalone headsets and mobile-driven
solutions, are often constrained by processing power and battery
life, which can limit the complexity of visualizations and interac-
tions. Offloading rendering tasks to edge or cloud servers offers a
promising solution but introduces additional latency and synchro-
nization challenges. Furthermore, ensuring seamless hand-tracking,
spatial mapping, and real-time feedback requires highly optimized
algorithms and efficient data processing pipelines.

We introduce RoboTwin, a remote human-robot collaboration
solution that has the potential for a range of applications like work-
force training, remote assistance, and cost-effective maintenance in
industrial and manufacturing sectors. RoboTwin leverages XR head-
sets to monitor and control the robotic arm in a highly interactive
and safe environment with minimal latency. To enhance realism,
the application integrates hand-tracking capabilities for intuitive
interaction with virtual objects. Furthermore, recognizing the im-
portance of real-time feedback, we incorporated an RGB camera to
stream live video of the robotic arm into the VR environment, with
WebRTC [1, 3] jointly supporting the streaming configuration to
ensure that users can seamlessly visualize its physical movements.
Demo: The setup of RoboTwin consists of a 6 DoF robot and an XR
headset (Quest3). For robot control, we use a Linux-based Jetson
microcontroller running ROS2 [4]. It manages the data transmission
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Figure 1: Operators can use RoboTwin via an extended reality
application to control the robot wirelessly, with real-time
updates and low-latency camera streaming.

through ROS topics, leveraging a lightweight publish/subscribe
model for efficiency. The demo features a robot located on the
Northeastern University campus in Boston, MA, being controlled
remotely by a person using a Quest 3 headset at the HotMobile
workshop in La Quinta, CA.

When using RoboTwin, the user is virtually placed in a factory
setting that represents a physical factory with the robot and the
virtual robot controller, which is created with Unity. The operator
operates the robot controller using hand interactions and does not
require external headset controllers. The robot controller supports
grab, poke, and pinch interactions to realistically represent the lever,
knob, and push, it is responsible for controlling each of the joints of
the robot, resetting the robot’s position, and also displaying critical
information like the temperatures of the robot motors. An external
camera is attached that streams the live feed for visualization.

One of the most important aspects for RoboTwin of building an
interconnected system is communication and scalability. The VR
application needs to have a bidirectional communication channel
i.e. send commands to the robot and also receive the current state of
all the joints in real-time from the robot. The position of the virtual
robot needs to be updated constantly concerning the physical robot.
It is also crucial for the systems to handle multiple processes or
devices. The system uses ROS2 for communication, which inter-
nally uses the Data Distribution Service protocol (DDS) [2], which
is a real-time P2P protocol and is used in systems that need high
performance and reliability. The robot opens a TCP port for commu-
nication and once the communication is established all the devices
in the bus can subscribe and publish the data on ROS Topics. Also,
the camera frames are transmitted using ROS Topics and designed
with WebRTC for low-latency live streaming.

Demo video link: https://youtu.be/7PKZyjSTMXk
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